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Summary

In this paper, we present a new worst-case response timgséiglchnique for transactions
scheduled by fixed priorities. In the general context of $agith offsets (general transactions),
only exponential methods are known to calculate the exacdtwiase response time of a task.
The known pseudo-polynomial techniques give an upper badiride worst-case response
time. The new analysis technique presented in this artielesga better (i.e. lower) pseudo-
polynomial upper bound of worst-case response time. Tha ide& of this approach is to
combine the principle of exact calculation and the prireipt approximation calculation, in
order to decrease the pessimism of Worst-case responsetiatgsis, thus allowing to im-
prove the upper bound of the response time provided whilsgpwing a pseudo-polynomial
complexity.

1 Introduction

The Response-Time Analysis (RTA) (Audsley et al., 1995)niseasential analysis tech-
nique that can be used to perform schedulability teststéisting if tasks in a system will meet
their deadlines). Usually, the task model is an extensicgh@model of Liu and Layland (Liu
et Layland, 1973). The schedulability conditions obtaingith the model of (Liu et Layland,
1973) are however too pessimistic for certain kinds of patbétasks as tasks with offset (Tin-
dell, 1992, 1994), serial transactions (Traore et al., 200@verse transactions (Traore et al.,
2006b), multiframe tasks (Mok et D.Chen, 1996) generalipedtiframe tasks (Han et Yan,
1997)(Baruah et al., 1999).

Tindell proposed in (Tindell, 1994) a new model of tasks waffset (transactions) exten-
ding the model of Liu and Layland (Liu et Layland, 1973). Tsaations are non-concrete(the
transaction release times are not fixed a priori), thus the pr@blems is to determine the
worst case configuration for a task under analysis (itscafiinstant). Offset-Based response
time analysis of tasks scheduled under dynamic prioritie6 Bas been proposed in (Gutier-
rez et Harbour, 2003). In (Tindell, 1994, 1992) Tindell ppspd an exact RTA technique for
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transactions scheduled by a fixed priorities schedules, ékact method has an exponential
complexity and is intractable for realistic task systems{Tindell, 1994) Tindell has propo-
sed a pseudo-polynomial approximation method providing@er bound of the worst-case
response-time. Later, this approach has been formalizédnaproved in (Gutierrez et Har-
bour, 1998) (Maki-Turja et Nolin, 2004a)(Maki-Turja et Nal2004b) (Maki-Turja et Nolin,
2005).

In this paper we combine the principle of exact calculatiod the best known approxi-
mation calculation, in order to obtain a new analysis teghaifor tasks with offset scheduled
under fixed priorities, which is less pessimistic than thistéxg techniques. This paper is or-
ganized as follow, In Section 2 we present the model of tasitsaffsets (a.k.a. transaction),
then we review the earlier RTA analysis techniques, thetexaalysis method (Tindell, 1992)
and the best known approximate analysis method of Nolin {Makja et Nolin, 2004b, 2005).
Then in section 4 we develop the new mixed analysis techn#yperformance comparison is
presented in section 5.

2 Computational Model

A tasks systent" is composed of a set ¢F| transactiond’;, with 1 < i < |T'| (where|T'|
is the number of elements in the §8t

I : {Fl,Fg,..,F|F|}

Ui o {7 migs s ey, i}
7ij < Cij, 05, Dij, Jij, Bij, Pij >

Each transactiofi; (see figure 1) consists of a set|df| tasksr;; released at the same period
T; ,with 0 < j < |I';|. Without loss of generality, we suppose that the tasks atered in
the set by increasing offset. A task; is defined by : a worst-case execution time (WCET)
Cj, an offsetO;; related to the release date of the transacligra relative deadlind;;, a
maximum jitter J;; (the activation time of task;; may occur at any time betweén + O;;
andto + O;; + J;;, wheret is the release date of the transactlgf), a maximum blocking
factor B;; due to lower priority tasks (e.g. priority ceiling proto¢&ha et al., 1990)), ang;;

is its priority (we assume a fixed-priority scheduling pg)icT he figure 1 presents an example
of transactiorl’; composed of three tasks with periégd = 16. Note that each transaction is
non-concrete (in fact it's sporadically periodique). Letnotehp;(7.,) the set of indices of
the tasks of*; with a priority higher than the priority of a task under argdyr,,,, assuming
that the priorities of the tasks are unique.

3 Response Time Analysis

In this section, we present the related work on RTA for tasitk wffsets scheduled under
fixed priorities. A critical instant corresponds, for a tasider analysis,,, to the worst case
scenario for this task. In the case of classic tasks, thiearinstant correspond to the simul-
taneous activation of all the higher priority tasks with,, Then we consider, starting from
this worst-case scenario, a time interval when the processger goes idle. This interval is
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FiG. 1 — Example of transaction.

called a busy period, and gives the WCRT of the task undeysisaFor transactions, Tindell
showed that the critical instant of a task under analysitedw,,, is a particular instant when
it is released at the same time as one task of higher priorgach transaction.

In order to simplify and clarify the computation formulas tbe analysis methods, we will
consider in the sequel of this paper that the task under sisaly, is the only task of the
transactior”,, and that it has only one instance activated in any busy perfi¢ehgtht. This
assumption can be removed later by using classic RTA method.

Thus a critical instant coincides with the simultaneous/atibns of a candidate task,,
(task of higher priority than task under analysis) of eaahgactior’;. The response timg,,,,
of the task under analysis,, can be calculated by iterative fix-point lookup. We n#te., (¢)
is the interference of a transactidh in the busy period of length, when a candidate task
Tic, initiate the critical instant®;;. is the phasing between a task , and a critical instant
candidate initiated by the candidate tagk; i.e the first instance of a task. (activated after
the critical instant) will be released @f;. time units after the critical instant, and subsequent
releases will occur periodically evefy,.

Rya = Clua

Rua =Cua + ZVi;ﬁu Wic,(Tua, Rua) (1)
Where : Wic(Tua:st) =2 v chpi(rua) (V” +T¢JJ + Piim—‘) Cij ()

Djje = (0ij — (Ojc + Jic) mod T; (3)

The main problem of RTA technique of tasks with offsets i¢ tiadon’t know which task
Tic; Of each transactiohl; must be considered to create the worst-case busy pericattyilie
choice of this task candidate in each transaction depenttedength of the busy period. An
exact calculation method (Tindell, 1994) would require\aleate the response time obtained
by carrying out all the possible combinations of the taskgsriadrity higher in each transaction
and to choose the task in each transaction that leads to ttst-vase response time.

Ry, = max Ry (4)
Vi#u and Ve, €hpi(Tua)

This exhaustive method has an exponential complexity airdractable for realistic task
systems. In order to avoid this problem, several approxanahethods giving an upper bound
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of the worst-case response time have been proposed. Thiroeat approximation method
is the one based on the "imposed interference” (Maki-Turéodin, 2004b, 2005).

3.1 Upper-Bound Approximation For WCRT

Tindell proposed in (Tindell, 1994) an approximate anayechnique used to obtain an
upper bounds for the worst-case response times in a systéransfictions scheduled under
fixed priorities. This technique calculates an upper bournti@interference of the tasks of a
transactior’; in a busy period of duratioty as the maximum of all possible interferences that
could have been caused by considering each of the tadksasf the one originating the busy
period.

Rua = Cua
Where : Wi(1u,t) = maXveenp, (rya) Wie(Tu:t) ©

This method is not exact, but has a pseudo-polynomial cofitplevhich makes it ap-
plicable even for relatively large systems. A sufficient telsschedulability is given by this
method, if the response times obtained are smaller tharetpective deadlines, the system is
schedulable, if not, no definitive answer can be given.

Nolin (Maki-Turja et Nolin, 2004b) improved the approxirnvamethod by introducing the
imposed interference concept. This method consists inlzing the interference effectively
imposed by a task;; on a lower priority taskr,, during a time interval of length; the
underlying idea is that the interference of a higher pryaask can’t exceedin a time interval
of lengtht. In order to calculate the "imposed interference™ (Mdkifja et Nolin, 2004b)
remove the unnecessary overestimation (paramegjfein the formula) taken into account in
the classic computation of the interference imposed byla#ason a lower priority taskr,, .
This overestimation does not have any impact in the casesif taithout offset but has a
considerable effect in the approximation of the worst-cgasponse time when we are in the
presence of tasks with offsets.

Let us notéV;;.(¢t) (respiVi.(t)) the interference that; (respI’;) imposes effectively on
the response time af,, during a time interval of length whenr,. is released at the critical
instant.

Wice(Tua, t) = Z Wije(t) (7)
Vi€hpi (Tua)
Where :
Wije(t) = Q%J + [%D Cij — Tije
= t— Bije
D = (T; 4+ (045 — Oic)) Mod T;

- CZ_] - (t* mod TL') if t*>0A (0 < ﬁ*modTi) < CZJ)
v 0 otherwise
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FIG. 2 — Example of a system of transactions  FIG. 3 — Imposed interferences df,

x;j. corresponds to the part of the task that cannot be executed in the time interval of
lengtht; since this interference is not effectively imposed in thigrval, it is not taken into
account (note that this part is the main difference betwkemtethods presented in (Gutierrez
et Harbour, 1998) and (Maki-Turja et Nolin, 2004b). The etioin of the imposed interference
function in the time can be presented by a curve with slartigtssas it is showed in the figure
3 for the interference function of transactibin of the system (figure 2).

An efficient implementation of this approximation method teeen proposed in (Maki-
Turja et Nolin, 2005); it is using a static representationha&f periodic interference function,
and during the response-time calculation, it is uses a sitgokup function in order to com-
pute its value. We apply this technique to obtain an uppentdor the response time of a task
Tua Presented on the figure 2.

3.1.1 Example

Note inRY, (i) denotes the step in the fix-point Iookup]@ﬁ) — r{ntY
RY = Cuu=1
RY = CuatWi(l)+Wa(l)=1+3+2=6
R® = CuutWi(6)+Wa(6) =1+4+2=7
R®) = Cuut+Wi(7)+Wa(7)=1+4+3=38
RY = Cua+Wi(8)+Wa(8) =14+6+3=10
RE) = Cua+ Wi(10) + Wa(10) = 14643 = 10

In order to introduce less pessimism in the value of the ufyoend obtained by this
method, we try to locate the source of the pessimism in the cathe earlier example, this
diagnostic will be the base of our method developed in seetio

3.2 Pessimism of approximative approach

In the approximative analysis, the pessimism on responsestis produced by the in-
terference function of approximatidiv; (., t) which takes the interference of the tasks of a
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transactior’; in a busy period of duratioty as the maximum of all possible interferences that
could have been caused by considering each of the tadksasf the one initiating the critical
instant. The drawback of this function is the change of tls& faitiating the critical instant
during the iterative calculation of the WCRT. For a givenlgped taskr,,, the pessimism can
be produced by the application of the approximative interiee functiortV;(r,,,t) on one

or more transactions.

In the previous example, the exact value of the WCRTnf equals 8. At this instant,
there is a change of the candidate task of transadtigrbefore the instant 8 the maximum
interference of’; corresponds to its interference when a tagkinitiates the critical instant,
but after this date it is the task, which initiates the critical instant. Thus the pessimism is
produced when at the instant corresponding to the exact WIB&E is a change of a candidate
task which initiates the critical instant for any transawntof the system.

Therefore, using an exact interference function on traiwad'; and an approximative
interference function on the transactibp in the calculation of the worst-case response time,
we can reduce the pessimism of the upper bound obtained apfgireximative approach.

candidate task; :

Rioa),n =Cua=1

Rion = Cua+Wu(l) +Wa(l) =14+1+2=4
Rfa),n =Cua+Wii(4)+Wa(4)=1+44+2=7
Rﬁf,n =Cua + Wii(7) + Wa(7) =14+4+3=28
RY |, = Cua+ Wi(8)+ Wa(8) =1 +4+3=8

For candidate task;s : R,q,12 = 6 andfor candidate task;s : Ryq,13 =6

The maximum of the values obtainediy,, = 8 that represent an upper bound for the
WCRT of 7,,. This upper bound for WCRT is less pessimistic than the orailoéd by the
approximative analysisi{,, = 10). Thus the number of cases that need to be checked corres-
ponds to the number of candidate task§ ofWe use this idea as a basis of our mixed response
times analysis technique that is developed in the nextsecti

4 Mixed Response Time Analysis Technique

This new technique will let us obtain an upper bound for thesivoase response times for
transactions systems with fixed priorities. It has a psguaignomial complexity which makes
it applicable for relatively large systems, and it's tureabifhe more steps allowed, the better
the quality of the test is.

Rua,ic = Lua

Rua,ic - Cua + ch(Rua) + Z (Wk (Rua)) 8
Trel, T #£T; ( )

Wi(t) = max Wi(t)

c€hpr(Tua)

For a given transactiofi;, we apply an exact function of interference, while an approx
mation function of interference is applied for all otheisactions of the system. In this case
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we have to evaluate the response time obtained by applyiegast interferencg; when each
candidate task;. initiates the critical instant, to choose the maximum asuimger bound for
the response time of the task under analygjs Let us noteR,,, ;. the response time af,,
obtained when we take into account the exact interferendg wfhen the candidate task.
initiates the critical instant.

The interference of the transactidn. (Wi.(t)) when . initiate the critical instant is
calculated by using the imposed interference functiongumesl in the precedent sectidg,, ;
the upper bound for WCRT af,, is obtained as the maximum of response tirRgs ;..

Rua,i = max Rua,ic (9)

c€hpi(Tua)

Theorem 1 (For proof see (Rahni et al., 2007))

the value of response tinfe,, ; obtained by this mixed method (corresponding to a traneacti
I'; for which an exact interference function is applied) is ajwdetween the exact value of
WCRT and the upper bound calculated by the approximate methitindell-Nolin.

This method is applied for one transactionof a system, and the upper bounds for WCRT
provided is sure (is never lower than the exact value of WCRTprder to obtain the best
upper bound (the smallest upper bound), we need to caldhktgper bound<,, ;) corres-
ponding to all the transactions of the system, thus to chduseninimum (best) as an upper
bound for the response time of the task under anatygisin this case the number of scenarrii
that need to be checked equals the number of transactions Bystem.

Rua = min Rua.i (10)
i€l..|T| i#u ’
Note that this method provide an upper bound for WCRT whigh |gessimistic than pro-
vided by the approximated method (presented in sectiont® tdtal number of cases to check
corresponds to the number of higher priority tasks in théesys

4.1 Example

We apply the mixed method on an example presented in figureeleXact value of WCRT
of a task under analysis,, equals20 times unites. The upper bound for WCRT wf, is 28
units of times. The table of figure 5 resume the differentstejralculation of the WCRT by
the mixed method. The upper bound for WCRTmf obtained by the mixed method 2§
unites of times, it equals the exact value of WCRT. In thisaaste that with Nolin’s method
the obtained value i23.

For candidate task; :

0
Ria),n =Cua =1
RY | =Cuat Wi(1) + Wa(l) + Wa(1)  =1+3+2+2=8
R\ =Cua+Wi(8) +Wa(8) + Ws(8) =1+12+4+3=20

R, = Cua + W11(20) + Wa(20) + W3(20) =1+12+4+3=20
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FIG. 4 — System of transactions. FIG. 5 — Response time with mixed analysis

Note that in the case of systems composed of two transadtiendalues of WCRT provi-
ded are exact, because in this situation the mixed methaylisadent to the exact method.

4.2 Tunable Mixed Method

Because the pessimism on the response times is producee agplication of approxima-
tive interference function on one or several transactiarthé system. Using the principle of
the mixed analysis technique, in order to reduce the pessirof an upper bound for WCRT,
we will vary the number of transactiorts for which we apply an exact interference function.
For example the number of transactions for which an exactutaion is applied equals 1
(F = 1) for the precedent method. For a number of exact transactiqnal tar, the response
times obtained for the systems composed of a humber of ttosa lower thant' + 1 is
exact; i.e with no pessimism.

Since the mixed method of WCRT analysis is based on the effimeplementation al-
gorithm presented in (Maki-Turja et Nolin, 2005), then timae complexity of the mixed
method is the same as Nolin’s with a difference in the numib¢he critical instants consi-
dered. Note that the complexity of the original method (€u&z et Harbour, 1998; Maki-
Turja et Nolin, 2004b) i0(x |T;|*), wherez is the number of steps used in the fix-point
calculation. (Maki-Turja et Nolin, 2005) showed that themgexity of their method was
O(ITy)* + z log |T|?). In the mixed method we test critical instants candidate, the com-
plexity is O(|T)* + K z log |T;|*). We noteE the number of transactions for which we apply
an exact interference function.

|T;!

K= grm=en

T3]
T ]!

E! (T —E)!
and|I';|” corresponds to the number of scenarii to explore for eactretud E transactions.

For example, o = 1 the complexity of the method i9(|T";|> + 2 |T;|* log |T4]?), and
for B = 2itis O(|Ty|> + 2 [T4|* log [Tu[*)

Thus the pessimism of the mixed method decreases whiledsioigthe number of transac-
tion for which we apply an exact interference function. la fimulation we have implemented

corresponds to the choice éftransactions for which we want an exact RTA,
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the mixed method for a number of exact transaction varyimgsfe= 1 to £ = 3. Since the
complexity of the mixed method increases with the numberaridactions £) on which an
exact calculation is applied. and according to the simattatesults (pessimism and treatment
times), we can adopt the mixed method wih= 1 or £ = 2.

5 Performance Evaluation

In order to evaluate and quantify the improvement made orstagase response time by
of our mixed method compared to existing methods We haveamehted the following algo-
rithms :

— NM1 : the mixed method with the number of transaction forakhive apply an exact
interference function equal tb = 1
NM2 : the mixed method witlly = 2
NM3 : the mixed method witlly = 3
Nolin : the approximative method of Nolin (Maki-Turja et g 2005)

Exact : the exact analysis (Tindell, 1994; Gutierrez etidar, 1998)

In the implementation all the methods, we have used an effigigplementation proposed
by Nolin (Maki-Turja et Nolin, 2005). The tests carried oatrieespond to the calculation of
the response time of all the tasks of the transactions bygubkie complete set of response-
times (for all instances of,,, released in the busy period). Each point in each graph has bee
obtained by taking the mean valueldfo randomly generated transactions systems.

- Random generator characteristics : The random generator of transactions systems takes
the following parameters as input : Total system load, Nunolbéransaction per system and
Number of tasks per transaction. Using these parametemtliees properties of task systems
are generated :

— Using the UUniFast algorithm presented in (Bini et Buttg22004), the total system
load is proportionally distributed over all transactions.

— Periods of transactions (Ti) are randomly distributechimiange 100 to 1.000.000 time
units (uniform distribution).

— Each offset©;;) is randomly distributed within the transaction periodifarm distri-
bution).

— Using the UUniFast algorithm presented in (Bini et Buttgz2004), the transaction
load is proportionally distributed over all tasks. The exén times (;;) are calculated
using the periods of transaction and a task load.

— The blocking factord3;; and Jitters/;; are nulls.

— The priorities are assigned in deadline monotonic order.

- Criteria of comparison :
— Pessimism : The pessimism of a methidds (R}, — REz<t) /REze<t which s giving
how pessimistic the obtained WCRT is pessimistic. Of cothiedower the better.
— Execution time : the time required by the methddfor computing the WCRT.
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Figures 6,7,8,9 correspond to a base configuration whesyttem load is 80%, and there
are6 tasks per transaction. From this basic configuration wegd#re number of transactions.
These figures show that the difference between the fractipassimism of the mixed methods
and approximative method increases as the number of tasksgpsaction grows. But the
pessimism increases slower for the mixed methods than fénslonethod. For example we
can see in these graphs that for more than 10 transactiontask$, the maximum pessimism
for Nolin’s method is around 8%, while for mixed methods (Nlsliid NM2) the pessimism
does not exceed 2%.

In the figures 8,12 we compare the fraction of tasks concebyetthe pessimism. This
fraction measures the number of tasks in a transactionermyfkir which a response times
provided by the analysis techniques is pessimistic (gréfadém the exact value of WCRT). The
fraction of tasks with pessimism increases with the numbé&aosactions in the system, and
with the number of tasks per transaction. For a systei todinsactions the fraction of tasks
with pessimism obtained by Nolin’s method is over 20%, whilethe mixed methods , this
number does not exceed 4%.

The figure 9 shows that the time required by NML1 is almost timeesas Nolin’s method
(while NM1 gives better results) and that the time requirgdiM?2 is growing a little faster.
As a conclusion, for systems of 6-10 transactions (whiclkdoke an averagesis system),
the best quality/time seems to be NM1 or NM2 since the coshnie is not high compared
to Nolin’s method, while the pessimism is significantly redd. NM3 needs a significantly
higher computing time for a low improvement compared to NM2.

6 Conclusion and Perspectives

For response time analysis of tasks with offset scheduléeiixed priority, only intrac-
table techniques (exponential complexity) provide an exealuation of WCRT. Approximate
techniques provide a pessimistic upper bounds for WCRT wiffseudo-polynomial com-
plexity. In this article we have presented new WCRT analgséthod that is a result of com-
bination of the exact calculation and approximative caltiah principles. This new method
provides an upper bounds for WCRT with less pessimism, admakita tunable pseudo polyno-
mial complexity.

In our future works, we will use the monotonicity propertytednsaction and the tasks
dominance property as a basement to introduce a new ewaluagthod in order to decrease
the number of critical instants candidates taken into aetou
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